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A spatia metric for adapting the level of detail in amodelled object to achieve aconvincing
degreeof realism on adisplay isformulated and illustrated with asimpleimplementation. This
spatial metric is designed to be of most benefit to animations of natural environments. The
metric can operate with a wide range of different representations: the essential requirement
being that an abstract data structure with hierarchical levels of detail is formulated. Such
models aremost easily implemented with procedural recursiverepresentations, such asfractals.
Theactor/message passi ng approachto model ling animation is adopted asbeing most appropri-
ate and intuitive when simulating the objects and events of the natural environment. This

object-oriented programming method also gives auniform abstract interfaceto differing data
representations.

A stick figure, which has anon-uniform hierarchical structure, was chosen for the first imple-
mentation. This prototype wasimplemented in Smalltalk which had to be extended to include
apart-whole (assembly-subassembly) hierarchy. Theneedto extend themetric to includetem-
poral (dynamic) trade-offsisdiscussed.

§1. Introduction.

Natural scenes are known to be very complex and to have seemingly limitless detail. Animationcom-
poundsthe problems. Inthis paper aspatial priority metric is presented that provides ameasure of the lev-
els of detail required from each object by a synthetic camera. It alows different hierarchical representa-
tions to be used together. A simple application illustrates the operation of the spatial metric. The object-

oriented paradigm provides the most appropriate abstraction to describe the elements of the environment
andtheirinteractions.

Complexity can be controlled by adapting accuracy to the evolving demands of the viewer (§1.1). A
review of antecedents ($1.2) to this work is followed by an overview of some relevant hierarchical data
structures ($1.3). Anobject-oriented approachis particularly suited to our problem (81.4). Observations
onthe appearance of natural scenesintroduce two salient featureswhich will occupy us(81.5).

After distinguishing the spatial and temporal metrics the spatial metric theory is developed and atest of
somekey aspectsisformulated (§2). Theprerequisitesforimplementing the spatial metric ($3) includethe
need for a part-whole hierarchy. The resulting costs and benefits are analysed ($4). The use of object-
oriented programming isbriefly criticized inthe conclusion, which also summarizestheresults and outlines
proposed extensions(e.g., adynamic metric).

11 Managing Complexity in Animation.

Complexity in 3-D computer animation arises from many sources: the representation of geometric detail,
motion, interactions between actors, the user interface, and the complexity inherent inlarge systems. The
problem of hidden surface removal [1] provides aclassical example of the various approaches to dealing
with complexity in computer graphics. The complexity of hidden surface algorithms operating in object
space to arbitrary accuracy depends on the squared complexity of the modelled environment. However,
complexity can be reduced by working in image space and using the limits to display resolution, or by a
combination of image space methods with object spacepriority and environmental clustering.
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Flight smulators are exacting in their requirement of both realism and real-time speed. Itis adesign cri-
terion that observer conviction is required and not physical realism. Therefore approximate renderingis
exploited [2]. The importance of the human observer is a so recognized inimage coding [3] and in com-
puter graphics [e.g.4].

Thus, athoroughly viewer centered teleology becomes apparent: nothing exists unless it’ sfor the sake of
theviewer. Inthis spirit weuse ametric dependent ondisplay resolutiontolimit object space complexity.

1.2. TheAntecedentstothisStudy.

Therule “Entitiesare not to be multiplied beyond those reguired to convince the viewer” is arazor which
can remove extraneous detail from shape representations. However, creating arelation between the data
structures and the rendering process so that exactly the necessary level of detail is automatically available
has been largely an unsolved problem according to Badler & Carlbom [5]*. We shall introduce our solu-
tion by briefly examining previouswork from thispoint of view.

Clark [6] setsthegoal of asingleunified structuring of thethree-dimensional environment using hierarchi-
cal models. The normal object hierarchy is extended to include objects modelled in greater and greater
detail. Searchesand traversalsproceed only downtothe smallestresolvablelevel ofdetail. Visiblesurface
algorithms canusebounding volumesto achievel ogarithmi c dependence oncomplexity.

Rubin & Whitted [7] develop ahierarchical representation based on auniform spatial enumeration for ray
tracedrendering. In Rubin [8] this is changed to allow geometric transformations between nodes. To
prevent scintillation small objectsarefaded, not clipped, at theresol utionlimit.

The optimum sampling density for ray tracing depends on the sceneinformation content, the display reso-
Iution, and the animation framerate [9]. Using hierarchical bounding volumesto reducethe dependence of
thea gorithm onenvironmental complexity hasreceived agreat deal of attention [e.g., 10, 11, 12].

Having abstracted from the specifics of representation we require that levels of detail, however stored, be
adapted to the needs of the viewer. Our spatial metric, which measures the level of detail needed in any
representation, furnishesthisgenera relation. Itallowsmany differentmodelsto beusedtogether.

1.3. Hierarchical Representations.

Hierarchical data structures afford adaptive detail and allow complex problems to be decomposed by
divide-and-conquer. Octrees[13] areacubical enumeration of spacethat can represent objectsto any reso-
Iution and can beprojected adaptively [14]. However, hierarchieswith morestructure arebetter formodel-
ling. For example, rotating octree encoded objectsisdifficult and it isbetterto add distributed local coor-
dinatesfor eachnode of the hierarchy to avoid the problem.

Procedural representations canbeusedrecursively withstructured detail [e.g. 15]. Many otherhierarchical
representations are suitable formodelling the natural environment andits denizens. For example: Fractals
[26] for rough surfaces with statistically similarity at al levels of detail. Generalized cylinder models of
people and animals [17] with distributed local coordinates for each part. Procedural branching models
[18, 19] oftreesandplants. Particlesystems[20] for stochastic modelsof dust, fires; etc.

1.4. The Object-Oriented Paradigm.

“Object-orientation’can be used rather loosely in animation to meanjust the use of 3-D models. We adopt
themoreconventional “ definition”[21] where object-orientation is some combination of :

data abstractions (named interfaces and hidden local state) + object types (or classes) + type
inheritance (attributesinheritedfromsupercl asses).

Processing is done by objects sending and replying to messages. Object-oriented languages are
exemplified by Smalltalk [22]. Some established |anguages have al sobeen given object-oriented features

(e.g. C++ [23]). InHewitt’ sactor formalism [24] greater emphasisisplaced onconcurrency and message
passing.

—

... methods of building object models with several levels of detail (selected according to the size of its image on the
display screen) have been proposed, but automatic generation of such hierarchies requires further research.”
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Actors in adifferent guise are met in object-oriented animation systems [25, 26, 27]. Message passing
actors have proved to bevery appropriate for modelling 3-D animation. Since we wish to use anumber of

different hierarchiestogether, the principles of data abstraction are also vital in order to provide auniform
interface.

1.5. The Subjective Appearance of Natural Scenes.

Psychologists and artists have investigated human visual experience. Gibson'sobservation [28] that the
components and eventsof naturefall into nested, overlapping, levelsof detail isvery important. Thisgives
rise to the ambient optic array which consists of nested visual solid angles centered at theviewer. Thesize
of the solid angle determines the size of the object in natural perspective.

The study of perspective much occupied the Renaissance painters. The term “perspective’included a
broad range of effects: projection on aflat plane (artificial perspective), natural perspective (Gibson’ soptic
array), motionblurring, atmospheric effects, etc. Particularly relevantto our stick-figureimplementationis
thisobservationof LeonardodaVinci [29, p351]:

Inevery figure placed at agreat distance you lose first the knowledge of itsmost minute parts,
and preserve to the last that of the larger parts, losing, however, the perception of al their
extremities; and they becomeoval or spherical in shape, andtheirboundaries areindistinct.

§2. Formulating the Priority Metric.

Itis proposed that hierarchical representations of detail can berelated to the requirements of the viewer by
means of apriority metric. Defining such ametric and applyingit to theserepresentationswill bethemain

result of thisresearch. There aretwo separatemetricsthat canbe defined in an animated scene. Theintui-
tivenotionsare:

Spatial (static) Priority:

Those objects further away from the view point arevisually lessimportant to the picturebeing
generated thanthose closer by.

Temporal (dynamic) Priority:

Objectsmoving quickly with respect to the observer need to be redrawn more oftenthan those
atrelativerest.

These simple ideas are extended and mathematically formulated so that they can be applied. The exten-
sions include allowance for atmospheric effects by means of aweighting of the distance. The trade-offs

between temporal and spatial resolution inhuman vision indicate that the two concepts arenot completely
independent.

The static spatial metric measures the extent to which extraneous detail can be dispensed with, or
equivaently, the extent to which high spatial frequencieswill be attenuated. |nasense spatial filtering is
applied directly to object representations. The static priority of an object is proportional to the extent to
which ‘interesting’ featuresare still present after all projection and spatial filtering effectshavetaken place.
For example: during image formation the atmospheric modulation transfer function (MTF) is combined
withtheeye M TF of the supposed viewer [30]. Finaly, allowanceismadefor any limitationsintheimag-
ing apparatus, such asit being araster display. Thisistherefore morethan the usual anti-aliasing intwo
ways: (a) anti-aliasing tends to account only for the M TF of the raster display and (b) we want to reduce
spatial detail inthe 3-D representations and notjust inthe projected image.

2.1. The Priority Metric and Image Formation.

Perspective projection scales the image of an object on the projection plane inversely according to itsper-
pendicular distance from the plane. For small viewing angles this distance is usually closeto the actual
distance from the Centre of projection. But if the angleislarge, unexpected distortions arise. Theclassic
example of thisdistortion isproduced by acolonnadeparallel tothe plane of projection [Leonardo daVinci
c. 1492, 31]. Columns at increasing distance from the centre of projection, but equidistant from the plane
of projection, subtend smaller and smaller angles at the viewer’ seye but produce larger and larger images
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ontheprojectionplane.

Thepriority metric should measuretheimportance of the obj ect to the viewer and not its sizeon theimage.
Geometricaly, itisthe solid angle subtended at the synthetic camerawhichisimportant (81.5). That solid
angle, or equivaently projection on the unit sphere, is dependent on the true Euclidian distance and this
distanceisusedto calculate spatial priority.

Thepriority dependence on distance can also be explicated by considering the spatial frequency domain of
the Fourier transform [32]. Let f (&) be an object and e(x,y) the observed effective image, let the
corresponding Fourier transformsbe F (v,) and E (4 ,v). Accordingto theprevious argument wemeasure
x & y asangular displacements. x = 2arctan (£/2p) where& isone of the spatial coordinates measuredin
meters and p isthe distancetotheimage. If p > & then we can approximatex by &/p. So:

e(x.y)=r(px,py)

wherep isthe distanceto the image f (¢€,0) & (p > &). Thescalingin spaceproduces anequivalent scal-
ing of theFourier transform with:

ST
Ewy)=F(5 5)/p?

This shows how thereceding figure hasits frequency spectrum spread out over alarger and larger width of
frequencies. Whenlow-passfilters subsequently processthisimagelessdetail will bepassed sincedetail is
concentrated inthe shiftedhigher frequencies.

Apart fromthe purely geometrical matter of perspective projection, image formation isthe result of convo-
lution. Many low-pass spatia filtering processes in cascade occur in any image formation system. The
result of successive convolution isnormally to spread afunction out: thevarianceof the convol ution of two
functions is equal to the sum of the variances of the functions. In fact, as the number of functions con-
volved together increases indefinitely the result approaches the smooth Gaussian form (Central-limit
theorem) provided the transforms are “humped”at the origin. This generally resultsin the image being
smeared out and losing more and more of its interesting features which arein the high spatial frequencies
associated withedges. Todemonstratethisblurringwould requireagrey-level display.

2.2. A Test of the Spatial Metric.

Totest the operation of the metric we used a simple implementation of astick figure. 1thasanon-uniform
hierarchy of pans making up wholes. The levels represented discrete unequal changes in detail. Stick
figures were chosen because they are easily drawn on adisplay which lacks grey-levels. They are more
challenging than many other hierarchical models with respect to the priority metric because the levels of
detail arenot equally spaced nor arethefiguresinfinitely divisible (asfractal representationsare).

Theintention isto demonstratethe adaptive detail display. Thelow-pass filters are crudely approximated
by choosing not to display features smaller than some threshold. The cutoff was determined by the
apparent area of the feature inthe image. In frequency terms we cut the image if a characteristic spectral
width [32] exceeds alimit derived from our priority metric. |f we replacethe spectrum of our real (even)
images with abox which hasthe sameheight asthe central ordinate of the spectrum and the same volume,
thenitswidth isrelated inversely to the areaof the image, if we assumetheimage isof uniform brightness.
Thatis, the (two-dimensional) width of the spectrumis:

_j: _f: EQuv)du dv £00)

£OO [ feanaa

_ 1 : . -
= Tmage area (if the image is uniform)
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2.3. TheHierarchical Representation of a Human Stick Figure.

When viewed at the coarsest resolution or from far away, the human body can be represented by asingle
upright cylinder [17, 6]. Thisisactually asimplification that neglectstheloss of high spatial frequencies
which result in the “cylinder”"being rounded (cf. §1.5). At the next level of resolution, when the body is
being viewed from somewhat closer by, we have a collection of attached cylinders representing the torso,
head, arms and legs. At still closer approach, the hands and feet, fingers, toes, and features of the face
would become visible. So to represent the body at each of these distances, successively more complex
models areneeded. Thesemodelscanbeorganizedin ahierarchical list (figure 1).

4 B

|

l

Level O Level 1 Level 2 Level 3 Level 4

Figure 1. The hierarchy of levels of detail in representing a human figure. Level O is an unstructured
“blob”, while level 4, which is here represented only by an elaboration of the hand, is much more de-
tailed (based on [17]).

Note that the modelling hierarchy for such astick figureisvery similar. Thehuman body can be modelled
as atree of parts, the root of whichisthetorso and the parts are the chest, head, upper arm, forearm, hands,
thigh, lower leg, foot, etc (figure 2). Whilethishierarchy isnot the same asthevisibility list, itisclosely
related inthat parts at lower levels of thetree are al so generally smaller.

This result applies to large class of living things. They can often be represented by generalized cylinder
figures with extremities of ever decreasing size. Marr & Nishihara [17] contains illustrations of a pipe-
cleaner rabbit, giraffe, ostrich and so forth. It canbe conjectured that being ableto describethe figuresin
this way is acombination of ontogenesis (artifacts can always have big bits tacked on) and of size (insects
do not seem to have such asimple relation between distance from the * ‘ torso”and limb size).

2.4. Using the Priority Metric with a Stick Figure.

We shall now examine the way the priority of anobjectis actually calculated and theway inwhichthe cal-
culated priority interacts with the hierarchical representation in order to vary the detail of the figureto be
displayed.

The detail hierarchy deviates from the object hierarchy in the treatment of parts which lie at the lowest
level of detail which is still visible. Parts thus have two guises: They are internal nodes when there are
other, smaller, parts which can still be resolved. When apart is itself the smallest resolvable object inits
sub-tree then it is said to assumeits leaf appearance. Generally, and by default, the leaf appearance is the
same as the internal node appearance, but it can differ. This differing leaf appearanceisto alow for the
effects of blurred nodes lower in the hierarchy, but it can only accurately be used when thereis only one
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head
a SimpleActor,
foreArm hand
& ForeArm a Hand
rightArm foraArm hand
an Arm) a ForeArm a Hand
°

bigTo

distalPhalanx
a BigToe a SimpleActor
secondTog middiePhalanx distalPhalanx
a Diglt a MiddlePhalanx a SimpleActor
|6"|:l; lowerLeg foot middleTos middlePhaianx digtal Phalanx
a Lag a Lowerleg a Foot a Digit; a MiddisPhalanx a SimpleActor
Joo TourthTos middiePhatanx distalPhalanx
& Person a Diglt a MiddtePhalanx a SimpleActor,
littlaTos middlePhalanx distalPhatanx
a Digit a MiddlaPhalanx a SimplaActor

bigToe distalPhalanx
a BlgToe a SimpleActor
secondTos| middlePhalanx distalPhalarx
a Digit a MiddiePhalanx a SimpleActor
rightLag| lowerLeg toot middieToe ) mlddiePhalanx distaiPhalanx
(a Leg) a LowerLeg) (a Foot) \ (a Digit) a MiddlePhalanx) (a SimpleActor)

Figure 2. The part hierarchy for the stick figure. The boxes contain the name of the part with the class to

which it belongs by default in brackets. Only the left foot is fully enumerated. Note the similarity of this
component hierarchy to the detail hierarchy of figure 1.

dependent node (unary sub-tree, as with the elbow joint or fingerjoints), but thisis also where it is most
needed.

The priority (P) of apartis the square-root of the maximal cross-sectional areawhich its“leaf’ appearance
can present. |n practice the “leaf” appearance is empirically determined and is mostly the same as the
internal node appearance. |n frequency terms we are assuming that the frequency spectrum is circularly
symmetric and itswidth can berepresented by asinglenumber.

Each part has arange (R), which isthe maximum distance by which its extremes or theends of itsparts can
move while it rotates in one place. Thisis essentialy a spherical bound on its position. Distance (d) is
measured from the camera and weighted for viewing angle (or magnification m) and display resolution.
The rendering algorithm then only descendsthehierarchical model up to the level where (object priority +
range) becomeslessthanthemagnificationx distance. Insymbols:

if P+R > md then display part.

For any particular object the extent to which itscomplexity drops off with distance dependsonits structure.

§3. Salient featuresof the Data Structures and Algorithms.

The choice of Smalltalk for the initial implementation is motivated in §3.1. In order to include an object
hierarchy and still retainthe spirit of modul arity, object-oriented languages should be extended to support
part-whole relationships. This is an important point concerning the use of object-oriented languages in
graphics, especially thosewithoutmultipleinheritance (see §3.2).

Rotations arethe most important transformation when implementing asystem of localized coordinates for
an animal’slimbs. Hamilton's quaternions, athough rather neglected since the turn of the century [33,
“mustymathematics’],make an efficient formalism whichis al so easy to understand ($3.3).
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3.1. Why Smalltalk?

In aninitial implementation likethis, one wantsto try new ideas out quickly with enough realism to draw
conclusionsaboutfeasibility. Smalltalk [22] is an object-oriented language that makes avery attractive
prototyping tool. A great deal of effort has gone into designing its programmer and user interface. When
theapplicationisagraphical simulationthereissimply littleto beat it.

Thefollowing arekey featuresof Smalltalk
*

Graphical user interface. The user interface already providesthe basic datatypes for graphical bit-
mapdisplay andmouseinteraction.

Powerful development tools. Programming in Smalltalk is designed to be anincremental activity.

Thewholelibrary of existing programs canbe examined with ease. Powerful interactivedebuggingis
provided.

Smalltalk iseasily modifiable. All system classes (including, forexample, thecompiler) are accessi-
bleand canbemodified or, preferably, extended by adding sub-classes.

A critical discussion of the benefits derived from object-oriented programming are left to the conclusion.
We shall proceed firstto give sometaste of using an object-oriented language for animation. Smalltalk pro-
gramming consi stsin defining datatypesor classes.

3.1.1. Splitting the Problem into an Hierarchy of Classes.

The knowledge required to implement moving figuresis factored over ahierarchy of classes. Asusual the
top level class in our sub-hierarchy is the most general, abstract, and simplest. This is the class
“ObjectWithParts’ (figure 3); it confers the ability on objects to consist of parts. Subclasses of
ObjectWithParts will inherit its message protocol, which isthe set of messagesit can understand, along
with any methods implemented for executing the messages. Processing is carried on by instances of
classes, but no instances of this class are created sinceit israther abstract.

Letters
Chest
Digit
LowerlLeg
Foot
Hand
Arrow
. . Actor ForeArm
ObjectWithParts —— PositionableObject Person
Arm
Leg
Thumb
\\Simp1eActor ——-NohActor
MiddlePhalanx
BigToe
ActorCollection
Camera

Figure 3. The subclass hierarchy of the class ObjectWithParts. It contains the classes used to model the
stick figure. Contrast this hierarchy with the part hierarchy of figure 2.

The next subclass, “PositionableObject”(also abstract), provides the six degrees of freedom of objects in
space: position and orientation. The required transformations are implemented by instances of the class
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“RevoluteJoint”which in turn uses the class “Quaternion”. Any subclass of PositionableObject will be
abletoimplement amodelling hi erarchy consi sting of subassemblies and transformations.

Instances of the subclass “Camera’are used to render other actors. The class “Actor”confers the ability
for an object to have a visible appearance but is itself too general to be concrete. The appearance of an
Actor depends on the class of object in its appearance ‘slot’ or instance variable. For astick figurethisis
an instance of the class “ Stick” but it could be amore complicated appearance. Instances of Stick know
how to interact with aninstance of Camerafor rendering.

The subclasses of Actor arethe actual parts of afigure. Because a“ SimpleActor’isatermina nodein the
objecthierarchy ithasno parts and itsinherited capability for partsisdisabled.

3.2. Part-Whole Hierarchy.

The assembly of whole objectsfromtheir partsis common engineering practice, moreoveritisimplicitina
scientific description of nature. Incomputer graphicsitisappears astheobject hierarchy [34], andit forms
anessential part of thenew 3-D graphics standard PHIGS[35].

Smalltalk does not provide explicit support for the concept of apart-whole hierarchy [36]. A full discus-
sion appears el sewhere[37] asitisnot withinthe scope of this paper, but briefly thedilemmais:

(& providing controlled accessto the parts of an object and not violating the concept of a hidden local
state by handing out the partsthemsel vesto other objects.
While at the sametime

(b) notwishingto flatten and destroy the part-whol e hierarchy by explicitly including the message proto-
col of the partsinthe protocol of the whole object.

The language was extended to include compound messages which named both the (route to the) part and
the action requested. The action could be areguest for information or change of state. The default action
on receipt of such amessageissimply to forward the action request, unchanged, to thepart. However, the
message canbe intercepted at any of the higher levelsinthe object and modified or rejected. The senderis
notified of the answer to themessage (figure4).

Onceextended to include apart-whol e hierarchy, object-oriented languages, withtheir simulation (Simula)
pedigree, becomeideal choicesforanimation of natural environments. Thisextensionoffersthefollowing:

* Objectsareassembledfromparts.
Parts areinstancesintheir own right and canbelongto any type.
Toinstantiate awholeobject the types of the parts must be known.

On becoming part of awhole an object ceases to be independent. It belongs to the whol €' shidden
local stateandtheinterfaceis mediated by itsowner.

*
*

*

3.3. Coordinate Transformations.

Each part of the hierarchical representation may have its own changing coordinate system. In animation
and rendering these coordinate systems haveto berelated to one another. A frequenttransformation with

limbed creaturesisrotation at thejoints. Quaternionshavebeen used as an efficient cal culusfor robot arms
[e.0.38].

Quaternions consist of ascalar part and athree-dimensional vector part [39, 40]. Thosewith the same unit
vector part are isomorphic to complex numbers. Quaternion multiplication combines scalar and vector

multiplication and is non-commutative in general. The famous formula discovered by Hamiltonin 1843
showsthe scalar result of multiplying the unit vectors:

2=j=Kkl=ijk=-1

Quaternions represent rotations in terms of the axis of rotation and the angle about that axis. Theeffectof
applying aquaternionis far easier to visualize than the more common Euler angles. Quaternions represent
both the operands (vectors) and operators (rotations and trand ations) uniformly. Rotations can be com-
bined by multiplying the quaternion representations. Quaternions aremore efficient computationally than
rotation matrices because they don’ thavethe samenumber of redundant terms [41].
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erispase ]l
joa + Parson new.
joa initialize; atEase.
gf « joe rightLeglowerleg foot.proximaidoint.oriantation.
g + (Quaternion atangle: 40.0 about: #(0 1 .0)) * gf.
Jog rightLeglowerLeg footproximallaint.oriantation: qg.
Snapped Before Snapped After Tap|

Figure 4. Accessing the part-whole hierarchy with a compound message. The Person object is assigned
to the variable 'joe and asked to forward messages to its right foot. The request is to replace the orienta
tion Quaternion by one which has been rotated by 40" about a vector along the y-axis. Notice that the
familiar multiplication message "*" is aso understood by Quaternions.

Quaternions are thus chosen since they arepowerful and provide arepresentation of 3-D rotation whichis
easy to understand. They arenot too general for 3-D transformations and so are computationally efficient.
Quaternions provide auniform representation of operators and operands; avector can simply beregarded
(andimplemented) asaquaternionwith azero scalarterm.

3.3.1. Adding Quaternions to Smalltalk.

Theinherent polymorphism of messages (or overloading of operators) in Smalltalk allowseasy and el egant
implementation. The normal arithmetic messages can be implemented for quaternions; combined with a
few coercionmessagesthat isreally all thatis required to add quaternions as asubclass of numbers (figure

4 showsmultiplication). Quaternionsthenbecomefully integrated in an extended system-wide concept of
Number.

A minor complication is having to represent translation and rotation as separate transformations. For
greater efficiency, unit quaternions, which are used for rotation transformations, may need special treat-

ment. This is quite easy in Smalltalk and is transparent to the user. It is analogous to the way small
integersaretreated inthestandard system,

84. Results from Running the Experimental |mplementation.

Theeffects of the spatial priority metric areillustrated by the sequenceof stick figures (5a- 5d). The cam-
eraisflyingintotheright hand. Theeffects of the priority metric have been exaggerated in order makeits
operationvisible. The persistence of afeature can be seen to depend on both its length and itswidth. For
the human figure used in the experiment the choice of priorities resulted in the number of parts dropping
off more orless with the squareroot of the distance, for those distances over whichthe figurewasvisible.

Coordinate system hierarchieswereused; each part of the figurebeing described initsownlocal coordinate
system. Suchapart and all its dependent partsis moved by changing its coordinate transformation. The
hierarchy hasaconsiderably richer structurethan octreehierarchies, and motion waseasily modelled.
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Figure 5. Four snapshots taken at unequal intervals by a camera flying in to the right hand. The effects
of the spatial detail metric have been exaggerated to show how new levels of detail are added; in this
case the spindly fingers. The little finger appears last.
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We greatly simplified spatial frequency effects and used a simple rendering agorithm on a bit-mapped
display. The scenes are animated but dynamic effects on the visual importance of detail were neglected.
Thatis, only aspatial metric wasapplied.

4.1. Computational Benefits.

The depth complexity of natural scenes can be very large: on average an ‘ X-ray’ from the viewer to the
horizonwill piercemany more potentially visible surfacesthanthetwo or three surfacesin artificial scenes
[1]. Thetermsnormally used to analyse rendering complexity, such asnumber of facesintheenvironment

and average face height, do not apply because we havetried to capture the nested complexity of naturein
thehierarchical models.

We shall assumeinthis analysisthat the environment isisotropic, that is, objects areuniformly distributed
on the two-dimensional surface of the Earth with density K. Therefore the depth complexity of views
whicharenot toovertical isindependent of viewingdirection.

Consider those objectsinthe simulated environment whichliebeyond the furthest limit of resolution, they
need only be considered as unstructured “blobs’. The range, R, will ensurethat this condition is satisfied
for al internal configurations of the objects. Then for averageR and priority, P, the average limit of reso-
lutionisd=R + P (see §2.4). The areacontained within the resolution limit is proportional to d? and so
only K (P+R)2 nontrivial objects need beexamined in any greater detail. Rendering complexity isdecou-
pled from the total number of objects and depends onthe density of objects, K.

Within the resolution limit the priority metric attemptsto remove al sub-pixel sized partsfrom considera-
tion. The object therefore cannot consist of many more parts than the number of pixels it covers. The
complexity of the rendered scene depends on the resolution of the display which can now be adjusted to
suitviewing conditions. We reducethe number of (partsof) objectsto be examined in clipping and render-
ing, twovery substantial costswhenrealismissought.

Theprincipal computational benefitisto limit the extent to which the complexity of the rendering problem
depends on the complexity of the environment. Detail in an object depends on its distance from the syn-
thetic camera, weighted for screenresol utionetc.

The second substantial benefit ighat auniform metric allows different forms of hierarchical models to be

integrated in an animated environment. It is an essential component in providing a uniform interface
betweenthe syntheticcamerasandobject representations.
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4.2. Costs.

The major cost, apart from setting up the hierarchy, is associated with calculating the metric. Instead of
just the distance along the axis of projection, the Euclidian distance to the part must be found, and the
priority comparison made. However, the three squares and square root calculation is far less expensive
than any but the simplest of rendering options. We do not give relative timings here because our rendering
wasthe simplest imaginable. The complexity arguments given above are convincing enough to indicate
the promise of the approach.

The cost of setting up the hierarchy hastwo aspects: the amount of effort required by the modeller and the
effort required from the machine, In animation the effort from the machine is insignificant because the
benefitswill beaccrued frame after frame.

We arethenleft with the effort required from themodeller. Theresolution hierarchy canreadily be super-
imposed on the modelling hierarchy which is aready required. Therefore the additional effort by the
modellerissmall. Theonly exception arises when parts onthe modelling hierarchy have only one depen-
dant with no decrease in size, The two levels must then be essentially one object as far as the display

hierarchy is concerned. For example, the arm ismodelled astwo parts whichdrop in and out of visibility
together.

The cost during the running of the system isthe cal culation of the distance and the check against priority.
Thisis small compared to the cost of 3-D shaded rendering. Setting up the detail hierarchy formany living

things is not much more complicated than producing the normal object hierarchy whichis required in any
case.

85. Conclusion.

Wehaveinvestigated methodsto usein building representations for animating compl ex environments such
asthosefoundinnature. Inthispaperan approachto modelling waspresented and implemented which:

| can cope withthe rich spatial detail of natural scenes.

| iscomputationally efficient.

| isappropriateto modelling animated objects.

The experimental implementation showed that a metric can be used with stick figures on a bit mapped
display. Computational costs seemed minimal onthe basisof complexity arguments and the benefits grow
according to thecomplexity oftheenvironments.

5.1. Experience with Object-Oriented Languages & Smalltalk.

The need to extend object-oriented languagesto include apart-wholehierarchy was uncovered. Oncethis
is added, the encapsulation of data and procedures in one object provides an appropriate formalism for
representing both animated objectsand static procedural model softerrain.

Theinherent polymorphism of themessagepassing approach allows many different hierarchical datastruc-
turesto be used together and allowed the uncomplicated introduction of anew kind of number, the quatern-
ion. Inheritance assists the definition of classes which share a message protocol. Lastly, the structured
modul arization of classes create anideal tool forwritinglarge complex systems.

Depending on the implementation, Smalltalk itself can be slow and it does use a bit-mapped display. It
asohasasignificantlearning curve. Butit providesacomplete environment that enablesfast development
work. This can be of overwhelming benefit. The climb up thelearning curve is required just so that the
programmer can discover all the work that needn’ tbe done! The ease of online debugging and the fact that
modulesneed nolinking amply repay the slow execution.

On the Tektronix 4404 (68010 chip) the Smalltalk implementation is quite fast. Rotating the stick figure
and rendering it takes afew secondsper frame. Doing a 30 frame sequenceisjust about bearable. Another
significant restriction isthe 16 bit object table, which limits the total number of objects: our present appli-

cation stretched the system to its limit. Anything more complex would need one of the faster, 32 hit ver-
sionsof Smalltalk.

Less certain benefitsinclude the ease with which Smalltalk can be extended. Changing the syntax is easy
because of the accessibility and modularity of the system.
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M essage passing in Smalltalk doesnot implement cooperating sequential processes. However, facilities to
handle independent processes areincluded and will be useful if the dynamic scheduling of tasks becomes
possibleviatheproposed dynamic metric.

5.2. Future Work.

Thiswasapreliminary investigation. Inorder to get more realistic demonstrations of the costs and benefits
more sophisticated rendering techniques haveto be used. Showing the effects of atmospheric haze and
using other hierarchical representations (such as fractals) require shaded 3-D graphics. On such adisplay
psychophysi cal measurements can show thevisual acceptability oftheadaptivedetail display.

The investment in preparing the data structures used by the spatial or static metric isjustified by the fact
that animated graphics reuses the same data frame after frame. But further exploitation of animation is
expected from the temporal metric. The temporal metric is intended to make full use of the trade-offs
inherent in the dynamic nature of animation. Fast moving objects can be rendered withlessdetail and the
frame-to-frame coherence of animated scenes can be used to reduce the frequency with which moving
objectshaveto beupdated.

Workisnow underway with shaded colour graphicsusing thelanguage C++, and afast 32 bit Smalltalk.
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