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Abstract

The predictive hierarchical level of detail optimization algorithm of Mason and Blake is experimentally evaluated in the form
of a practical application to hierarchical radiosity. In a novel approach the recursively subdivided patch hierarchy generated
by a perceptually refined hierarchical radiosity algorithm is treated as a hierarchical level of detail scene description. In this
way we use the Mason-Blake algorithm to successfully maintain constant frame rates during the interactive rendering of th
radiosity-generated scene. We establish that the algorithm is capable of maintaining uniform frame rendering times, but tha
the execution time of the optimization algorithm itself is significant and is strongly dependent on frame-to-frame coherenci
and the granularity of the level of detail description. To compensate we develop technigques which effectively reduce and lim
the algorithm execution time: We restrict the execution times of the algorithm to guard against pathological situations and
propose simplification transforms that increase the granularity of the scene description, at minimal cost to visual quality.
We demonstrate that using these techniques the algorithm is capable of maintaining interactive frame rates for scenes
arbitrary complexity. Furthermore we provide guidelines for the appropriate use of predictive level of detail optimization
algorithms derived from our practical experience.
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1 Applying Predictive Level of Detail Al-  hierarchical level of detail optimization has been applied
gorithms to _such scenes in qrder to provide view-dependent adaptive
refinement in real-time.

Traditionally scene descriptions generated by

Level of detail techniques are used to eliminate scene detailyo conyally-driven hierarchical radiosity methods have
selectively and thereby improve frame rates in mteractlvebeen rendered at the fixed maximum detail. Subdivision

visualization. Recentlpredictivc_ele\{el of detail algorithms into patches typically results in complex scenes consisting
have been proposed, whose aim is not merely to acceleratgf many times the number of polygons than the original

rendering but rather to fix frame rates to a user defined freg.ong “since this subdivision is closely integrated with the

quency. These techniques promise to allow strict regulation,, iosity simulation it occurs as a pre-process to rendering
of frame rates by managing the predicted rendering cost,\y therefore can make no use of information that is

of the scene while optimizing for maximum visual quality. gy 4jjaple at render-time about the position and focus of
There have been few documented applications of predictive ;. ast of the vieweri. it is view-independejit By

Iev_el of detail teghniquesn to pragtical in'Feractivg SyStemS'treating the radiosity-generated scene description as a
This paper examines the integration of hierarchical level of e 5 chical level of detail description we allow predictive
detail optimization with perceptually driven hierarchical ra- and dynamicview-dependentontrol over real-time ren-

diosity scenes. dering complexity. This allows us to view more complex

. We pr_e??”t the results of an mvestlggtl_on m_to the PraCinteractive radiosity scenes at acceptable constant frame
tical feasibility of the Mason-Blake predictive hierarchical | ..c

level of detail optimization algorithm [8, 9]. Our investi- The contributions of this paper are threefold:
gation takes the form of the application of the algorithm to
the interactive rendering of hierarchical radiosity scenes. dnThe process of integrating perceptually driven radiosity and

a novel approach, we treat the recursively subdivided patchierarchical level of detail control is detailed. This includes
hierarchy generated by a perceptual refinement hierarchicay novel benefit heuristic.

radiosity algorithm as a hierarchical level of detail scene
description with automatically generated shared object rap-A presentation of the extension techniques which were used
resentations. This is the first time, to our knowledge, thatto increase the efficiency of the algorithm is given.
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e An empirical analysis of how hierarchical level of detail scene
optimization performs in practice. C object
The remainder of the paper is structured as follows. In o S

JAVAN
Section 2 we discuss previous work, including hierarchi- () ()
cal level of detail and hierarchical radiosity. In Section 3 // ] // )
we introduce the application of hierarchical level of detail () — ( () HA (
A

optimization to radiosity. In Section 4 we describe the ex-

perimental system, and in Section 5 we present and discuss JAVAN JAVAVAN JAVAN

the experimental results as well as our extensions to the ba- impostors

sic algorithm necessary for its practical application. Finally

Section 6 contains some concluding remarks. Figure 1:A simple level of detail hierarchy. Objects are repre

sented by circles, and their impostors by triangles. The root re
resents the lowest level of detail and the leaves the highest det

2 Background For each object, impostors represent various drawable repres
tations in increasing amounts of detail.

Predictive level of detail optimization algorithms have

gff? pro6poseccjl tl\)/ly Funkho;s;r Elﬁﬁgn '[rzrl Macilel a_n: rendering cost of the selected level of detail will be lowe
irley [6] and Mason and Blake [8]. ese algorithms yhan the rendering cost limit, while attempting to maximiz

are characterized by the fact that they attempt to place an.g perceptual benefit. The algorithm must be supplied wi

upper Iimito_n the render_ing complgxity of each visualiza- benefitand costheuristics that provide reasonable and e
tion. By actively regulating theredictedrendering com- ficient predictions of the perceptual benefit and renderi

plexny of each frame while optlmlzmg for visual qual- cost of potential object representations.
ity, they attempt to ensure consistent and reasonable frame

rates. The Maciel-Shirley and Mason-Blake algorithms are
further distinguished in that they allow the use of hierar- . . .
chical level of detail descriptions in which shared repre- 3 Level of Detail for Hierarchical Ra-
sentations are provided for groups of objects. In additon  dioSity

the Funkhouser&juin and Mason-Blake algorithms ame

crementaland so exploit frame-to-frame coherence for ef- Hierarchical radiosity [3, 4, 5] is a physically-based ren
ficiency by accepting as input an initial solution derived dering technique in which equations modeling the diffus
from the previous frame. As long as the optimal solutions transfer of light between surfaces are solved numerica
of successive frames are similar, these algorithms are veryo produce shading intensity values for each surface.
efficient. Finally, unlike the Funkhousei®uin algorithm  an approximation the scene is modeled by flat polygor
(counterexample in [7]), the Mason-Blake algorithm pro- or patches and intensities are calculated for only the vel
vides a solution that is provably at least half as good as thdices of these patches. An initial scene description consi
optimal solution (in terms of predicted visual quality) as ing of a relatively small number of flabp-levelpolygons
long as certain criteria are met. The worst-case complexityis adaptively subdivided according to estimates of perce
of the Mason-Blake algorithm fan selected impostors is  tual importance to produce a final collection of patches th
O(n log n), but being incremental, its average complexity approximate the scene (see Figure 2). The image qua
is dependent on frame-to-frame coherence and is typicallyof the resulting visualization therefore depends strongly «
much better. the local level of refinement of the patch hierarchy.

The Mason-Blake algorithm allows the use of hierarchi- For our implementation we use a perceptually-based
cal scene descriptions in which objects are grouped hierarfinement heuristic as defined by Secchia [10]. This heuri
chically into larger group objects which represent the uniontic predicts the visual importance of surfaces according
of their children. A drawable representation of an object is a model of human visual perception and exploits the exa
referred to as ammpostorof that object [6]. The impos- gerated importance of edges such as shadow boundarie
tors of the children of a node together form a more detailedvisual perception. The illuminated patch hierarchies gene
representation than the impostor(s) of that node. The entirated using this heuristic are characterized by higher lev:
scene consists in its simplest form of a single object, calledof refinement in areas that are, in some sense, perceptu
thescene objectFigure 1 shows a simple example. more important. We use the radiosity engine implement

The Mason-Blake level of detail algorithm is applied by Secchia to generate input files for our system. Furthe
once per frame, and its output is a level of detail of the more we make use of the perceptual information inherent
scene object for that frame. Its input is the level of detail se-the adaptively refined radiosity hierarchy to exploit visus
lected for the previous frame (if any) and a constanter- perception in our benefit heuristic. We use this heuristic
ing cost limitthat represents the rendering time available for predict the visual importance of potential impostors, takir

this frame. The algorithm guarantees that the total predict
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into account the presence of perceptually important edgedd EXperimental System
as detected by Secchia’s refinement heuristic.

Since hierarchical radiosity rendering is performed asAll tests were conducted on a Silicon Graphics'@&@rk-
a pre-process to rendering, the adaptive subdivision of thestation. This is a relatively low-end machine by the stan-
top-|eve| p0|yg0ns is View-independent_ The perceptua| re-dards of today, however the usage of such a machine serves
finement heuristic predicts the inherent perceptual impor-as an excellent example of how software techniques may
tance of patches and can make no assumptions regardinge used extend the utility of such legacy equipment. We ex-
the position or orientation of the viewer. Therefore each Pect the algorithm to perform similarly for newer systems,
part of the scene must be subdivided to the maximum levewhich are similarly matched with respect to the CPU and
of detail that might be required in any reasonable viewing graphics sub-system. For systems with weaker processing
situation. Our approach is novel in that instead of simply Power (relative to the graphics hardware), hierarchical sim-
rendering the entire patch hierarchy at the highest level offlification (Section 5.6) may be used to great advantage.
refinement reached by the algorithm everywhere in the tra- e implemented an experimental system that allows
ditional fashion, we treat the patch hierarchy as a hierarchi-exploration of radiosity scenes both interactively and along
cal level of detail description. The intermediate (non-leaf) Pre-defined paths. The system allows the interactive or pre-
patches that were generated and subsequenﬂy Subdividé@pnﬁgUYEd control of various level of detail parameters and
serve as low detail impostors for the patches that arose fronyiews of the scene.
them. This allows us to choose the level of refinement ap- ~ Costand benefitheuristics were provided which pre-
propriate for each part of the scene at render time, takingdict the rendering cost and perceptual benefit of object im-
into account the characteristics of the current viewing situ-Postors. These heuristics were designed to be as simple as
ation and the rendering time available. Although we refer possible while still providing acceptable results. The ren-
to the geometric aspects of the hierarchy, the level of detaillering cost of our single 4 sided polygon impostors is mea-
also represent different levels ilimination detail. sured as a constant 1.2 arbitrary units irrespective of view-

Our hierarchical level of detail description consists of a ing distance and size.e. the cost defines a fixed upper
hierarchy of nested patch objects. Each patch has a singlémit on the number of polygons selected. We assume that
polygon impostor, and its four children are the patches (if Since our polygons are generally relatively small their ras-
any) into which it was refined. The root Object Correspondsterization cost is relatively small and the rendering cost is
to the entire scene and has no impostor. Its children are théherefore dependent mostly on their setup cost. Our results
patches corresponding to the original top-level polygons.(see Section 5.5) suggest that this is a sufficiently accurate
The level of detail optimization consists of the selection, @pproximation for an O2. For a highly fill-limited graphics
for each frame, of a single subtree of the hierarchy rootedsub-system it may be necessary to use alternative heuristic
at the scene object. The polygon impostors at the leaves opased on solid-angle [1].
the selected subtree comprise the selected scene represen- The perceptual benefit heuristic was formulated as:

tation. By taking advantage of view-dependent information benefitp) — depthConstantdepth(p)
about the position and orientation of the viewer we are able area(p)
to adaptively and dynamically favour increased patch reso- + log(sizeConstant ———— - +1)

lution in areas that are perceptually more important. distance(p)

Due to the predictive nature of the Mason-Blake algo- Whereareais the area in object space of the polygon com-
rithm we are able to place firm bounds on the predicted renJrising the impostordistanceis the distance of the center
dering cost of the selected scene representations. The ai®f the polygon from the viewer, ariepthis the maximum
is to render, for each frame, the most perceptually effectivedepth of the full-detail hierarchical level of detail descrip-
scene representation that may be rendered in the availabléon at and below the node to which the impostor belongs.
rendering time. The point is that reducing rendering com-  We developed this heuristic in an experimental fashion.
plexity in unimportant areas allows us to render more im- Theareaanddistancemeasures provide an estimate of the
portant areas in increased detail. Figure 2 shows exampl@rojected size of the polygon on the viewport we have found

output demonstrating the use of hierarchical level of detailthis to be sufficiently accurate. The effect of this is that
optimization. patches close to the viewer are favoured over those that are

It is worth noting that the use of radiosity patches as further away. The constants determine the relative influence
impostors results in fewer of the “popping" effects that are Of the terms and can be interactively adjusted in our system.
commonly associated with level of detail rendering, since In addition we reduce the benefit of a polygon to zero if it is
impostors are a|WayS Co-p|anar with the geometry they repbackfacing or if it is behind the viewer, in order to take ad-
resent. Some popping effects still occur however. These ar&antage of the rendering cost saved by clipping and culling.

the results of sudden changes in detail in areas with a largd his experimental heuristic has given us acceptable results,
illumination gradient, such as shadow edges. although more accurate heuristics could be developed.

1175mhz IP32 MIPS R10000, 128mb RAM
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Figure 2: The top three images show the same view of the same scene, with rendering cost limits equal to 500, 1000 ar
respectively. At the bottom are wireframe renderings of the same views. Note the adaptive subdivision of patches.

By increasing the depth constant relative to the sizethe next (for simplicity we disregard the changes in viewin
constant we distribute the available cost to the patchegosition) along each of several paths through the scene :
deemed perceptually important by Secchia’s heuristic (sucmoted the corresponding optimization times for each fram
as shadow edges). Increasing the size constant relative td/e measure these four differenendering cost limits The
the depth constant, shifts cost to those objects nearer theendering cost limit dictates how much total detail the a
viewer. gorithm is allowed to select. Figure 3 shows the resultir
graphs.

From Figure 3 it is apparent that the algorithm exect
tion time is roughly proportional to the angular change i

. . S . viewing direction between successive frames. This is to |
In this section we show how the optimization algorithm de- T .
expected as greater changes in viewing angle result in m

pends on frame to frame coherence. We show how this de-" . _ . I
T : . objects becoming visible that were previously not visibl
pendence can be reduced and limited in order to achieve . ) L .
i o and vice versa. As objects become newly invisible their &

constant frame rates. We defifiame rendering tim¢o be

the time taken to render the scene at the selected levels ochated rendering cost must be redistributed amongst ol

. . .. . . (
detail. We further definérame optimization timer algo- objects (SO”.‘e. of them neyvly visible) by means pf repeat
. o ) level of detail incrementations and decrementations.
rithm execution timéo be the time taken to execute the level .
i . . H N Although the 8.5 frames per second is not necessar
of detail selection algorithm. Thieame generation timés considered interactive by today’s standards, any frame r.
the time taken to create the frame from start to finish. The y y » any

L ... “may be chosen. A significant increase in the frame re
frame generation time is simply the sum of the optimization S :
) L would lead to a noticible image degredation, however v
time and the rendering time.

consider consistency to be more important. A more acc
o _ rate perceptual metric would provide better image quali
5.1 Dependence of Optimization Times 0N \ith a smaller cost.

Changes in Viewing Angle Also evident is that the algorithm execution time i
roughly proportional to the rendering cost limit. While the
aim of the algorithm is to ensure constaahderingtimes
irrespective of visible scene complexity, the optimizatio
time (the execution time of the algorithm itself) increase
as the amount of detail selected increases. Higher cost li

5 Results and Discussion

We begin by investigating the worst case execution times
of the optimization algorithm itself. Recall that the opti-

mization algorithm is incremental and exploits frame-to-
frame coherence by basing its initial solution on the solu-

tion found for the previous frame (Section 2). The success® ' i s
of this approach depends on the degree of coherence pdts imply that more selected impostors must be consider
for incrementation and decrementation in each iteration

tween the final solutions of consecutive frames. We there- !
fore measure the change in viewing angle from one frame tdne algorithm.
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Figure 3:The figure on the left shows that the optimization algorithm execution times for various changes in viewing angle from one
frame to the next along a typical path and for various rendering cost limits. The cost of a single impostor is 1.2 units. The “cost” referrec
to in the diagram is the rendering cost limit. Note that the change in viewing angle is usually less than 30 degrees (at 8.5 frames p¢
second). The figure on the right shows the relative frequency of the changes in viewing angle of a typical walkthrough.

Since the Mason-Blake algorithm is hierarchical it is herence and so ensure that average execution times are far
able to save optimization time by making use of shared im-better than worst case execution times, at the expense of
postor representations that are more efficient to considethe efficiency of the worst case. To test this we measured
than a non-hierarchical collection of impostors providing minimum, average and maximum optimization times for a
the same number of levels of detail for each scene objecttypical path for a range of rendering cost limits.

This saving increases as the rendering cost limit decreases, Figure 4 shows the results. The average optimization
since lower detail impostors are shared to a greater extentime is closer to the minimum time than the maximum, and
than higher detail ones. its behavior is close to linear. We surmise that this is due to

The linear dependence of optimization time on changethe relative infrequency of large turn magnitudes: typically
in viewing angle implies that the algorithm execution times there is significant coherence between successive frames.
are lower in cases with greater frame-to-frame coherenceThe minimum algorithm execution time (corresponding to
as expected. the limit case in which consecutive frames are identical) is
essentially constant with respect to the rendering cost limit,
but from Figure 4 it appears as if the maximum (approach-
ing the opposite limit in which consecutive frames are com-
Most of the turn magnitudes plotted in Figure 3 representpletely different) is greater than linear order.
pathological “non-incremental” cases in which the change
in viewing angle is great and there is little coherence from

5.2 Frequency of Turn Magnitudes

one frame to the next. We therefore measured the relative
frequency of turn magnitudes for a typical walkthrough in
our system.

Figure 3 shows the resulting graph. Itis clear that small
changes in viewing angle greatly outhumber large ones,
with changes above 30 degrees being extremely rare. We
expect this to be the case in any useful interactive visual-
ization system, as very large turn magnitudes are generally
distracting to the user and in fact unlikely to occur at all at
high frame rates.

5.3 Algorithm Execution Times
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The high degree of dependence of the algorithm execu-age optimization algorithm execution times (over a typical walk-

tion time on frame-to-frame cqherence and the rglative iN-through) vary with increasing rendering cost limit. The cost of a
frequency of large turn magnitudes (and associated pookingle polygon impostor is 1.2 units.

frame-to-frame coherence) imply that the average execu-

tion time of the algorithm may be somewhat different to
the worst case time. Indeed, this is tfeson detre of

The usefulness of the incremental algorithm hinges on
the fact that consecutive frames generally exhibit a high de-

the incremental algorithm: to exploit frame-to-frame co- gree of inter-frame coherence, as suggested by the relatively

36
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o

high frequency of small turn magnitudes shown in Figure
3. There are nonetheless cases in which coherence is lim-
ited and optimization times are significantly high. If left
unchecked these may lead to excessive inter-frame delays
due to the cost of the algorithm itself rather than the actual
rendering.
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5.4 Constancy of Frame Generation Times

To test the constancy of frame generation times, we mea- ot - ‘ | ‘ | | I

0 20 40 60 80 100 120 140 160

sured instantaneous frame rates (defined as the inverse of Freme
frame generation time) for each frame of a typical walk- 1501
through, with a rendering cost limit corresponding to 2500 o
selected impostors (or 2500 rendered polygons). In order :
to deduce the cause of any irregularities we found, we also 2
measured the frame rendering times and the optimization %299
times for the same walkthrough. T
Figure 5 shows the results. It is clear that frame gener-  ~
ation times vary dramatically from one frame to the next. e
We note however that the time taken to render the se- o [t e
lected scene representation is relatively constant over all , | ‘ ‘
160 frames, varying between approximately 50 and 80ms. 0 S
This shows that the algorithm is successful in maintaining o
relatively constant rendering times. Furthermore, we note . ﬁ\ | N
that optimization algorithm execution times vary dramati- \ | M‘ \‘
cally from one frame to the next, and that there is a marked 2 t \ h h \ |
correlation between the troughs in the graph of frame gener- 7, ‘ | ‘M \ ‘
ation times and the peaks in the graph of optimization times. ;59 | /4 ‘ ‘ ( \ | \
This suggests that the variation in frame generation timeis + || L | I ‘ ' i |‘ | | “ “J
dependent mainly on variations of the execution time of the % "h \/ ’ el J | “ | 'J \/\
optimization algorithm; the algorithm is successful in regu- -l ‘
lating frame rendering times, but is not guaranteed to take a
limited or constant amount of time to do so. The objective [ T "

thus becomes to place limits on the execution time of theFigure 5: Plots showing (from top to bottom) instantaneou
optimization algorithm itself. frame rates, frame rendering times (excluding optimization tim

and optimization times (excluding rendering time) for each frarr
over the course of a typical walkthrough. The rendering cost lirr
is 3000, equating to 2500 single-polygon impostors. Note that t
Mason-Blake algorithm is successful in ensuring constant rend
ing times. However the issue that is discussed in this paper is
The inconsistency of frame optimization timeS, if left non-constant execution of the Optimization algorithm itself.

unchecked, might undermine the ability of the algorithm rate, irrespective of visible scene complexity.

to regulate frame generation times. We therefore imple- e gisadvantage of truncating the algorithm executic
mented a simple cut-off scheme in which the optimization (ime s that in the frames where the execution is truncat

glgorlthm s execution is simply halted if its exgcutlo.n tllme the algorithm produces a potentially less than half-optim
is found to have exceeded some predetermined limit. Ingq tion. This may result in occasional drops in visual qua
the event of the algorithm being halted the solution reacheo‘ty The amount of error introduced by truncation is appros
so far is used as the final solution. Due to the iterative re- imately proportional to the amount of time truncated.

finement strategy employed by the algorithm, its selected  gjnce there is significant coherence not only betwe:
solution after any iteratioalways represents a feasible and ¢,-cessive optimal detail levels but also between t
completgalthough not necessarily half-optimal) solutionto .hanges in successive optimal detail levels over a series

the hierarchical level of detail optimization problem. frames, optimization time skipped on one frame is typical
We measured the instantaneous frame rates achieved chorrowed and then “repaid” in the form of additional com

a walkthrough with this technique. Figure 6 shows the re-, ation in the following frames. The error introduced b:

sults. It is clear that time-truncation of the optimization al- i,ncation will always be corrected swiftly as long as exce
gorithm succeeds in ensuring an essentially constant frame

5.5 Truncation of Algorithm Execution
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tially increase the granularity of the impostors so that more
1 scene geometry is represented by each impostor. The cost
L : ‘ and benefit heuristics must of course be adjusted accord-
’ { 7 ingly.

To test the success of this approach we measured opti-
mization times for a walkthrough of a scene after zero, one
and two applications of the hierarchy simplification trans-
form. The results are shown in Figure 7. The rendering
cost limit in each case corresponds to a maximum selection
of 1666 polygons. The result of applying the simplifica-

o m m w w m @ m mo wm o tion transform is to greatly reduce the optimization time re-
quired to select the same amount of scene detail. After only
Figure 6: Frame rates of a typical walkthrough (calculated via one application of the transform the optimization times in
timing the intervals between frames), with optimization times Figure 7 are reduced to well below 25 ms for inter-frame
tr.uncated at 50r_ns. The cost limit is 1500,' corresponding to 1250turn magnitudes less than 50 degrees and for a selected
23%;?50%9];;9|mo|Tostors. The full detail scene representationg e representation consisting of around 416 impostors.
polygons. It is important to note that after the application of the
sive execution times are rare. In a typical system the imagdransform (and adjustment of the cost heuristic to reflect the
quality would worsen immediately after a sudden excessivefact that impostors are now more expensive to renther)
motion by the viewer and then progressively improve (over amount of detail that may be rendered within the available
a few frames) during periods of relatively little incoherent time does not changénstead we have traded flexibility of
motion. detail selection for speed of optimization, by decreasing the
As we noted with regard to Figures 3 and 4, optimiza- number of possible combinations of impostors from which
tion time is dependent on the rendering cost limit and thethe algorithm may choose. We have found in practice that a
degree of coherence between successive frames. Becausigle application of the transform in our case results in an
the average optimization time is closer to the minimum op- almost imperceptable loss of quality, whereas two or more
timization time than the maximum, we can expect the fre- applications tend to result in visible degradation. Figure 8
guency of truncations to be relatively low. compares the visible effects of zero, one and two applica-
tions of the transform.
The number of times the transform needs to be applied
depends entirely on the system hardware. Once again this

Recall from Figure 4 that the average optimization time was!S a sacrifice of rendering quality in order to maintain con-
less than 100 ms for rendering cost limits lower than ap-Stant, interactive frame rates on low end machines.
proximately 2500, corresponding to the selection of more
than_ 2000 individyal impostors. Because of the nature of5_7 Dependence of Frame Generation Times on
our |mpo§tor§, this corres_ponds to only around.Z(.)(_)O poly- Scene Complexity
gons. This fine granularity of one graphics primitive per
impostor represents a worst case for our algorithm, sincen order to test the dependence of frame generation times
every single polygon in the scene must be individually con- (and therefore frame rates) on the complexity of the full de-
sidered for selection. In fact, due to the speed of the graph4ail scene, we measured non-optimized (full detail) render-
ics hardware, the consideration of an impostor for selectioning times, optimized rendering times, optimization times
may be more expensive than simply rendering it. and optimized frame generation times for identical walk-
To improve this situation we implementechi&rarchy  throughs of increasingly complex versions of the same
simplificationstrategy in the form of a transformation that scene, with the rendering cost limit held constant through-
reduces the hierarchy by recursively collapsing multiple im- out.
postors into single shared representations. After application  Figure 9 shows the results. The unoptimized rendering
of this transform, the impostor of each object is the union of renders the impostors at the leaves of the hierarchical scene
the impostors that previously belonged to its children. Thedescription and the unoptimized rendering time increases
leaves of the hierarchy are removed, as their impostors aréinearly with the complexity of the scene description, as we
now replaced by those of their parents. In the instance ofwould expect (since the number of leaf nodes in a regular
our radiosity hierarchy a single application of the transform hierarchy increases linearly with the total number of nodes).
results in each object (or patch) having a single impostorThe rendering time of the optimized scene is constant irre-
consisting of four polygons (see Figure 7). A second ap-spective of full detail complexity, as we would also expect
plication results in impostors of sixteen polygons, and sosince the complexity of the selected scene representation is
forth. The general effect of the transform is to exponen- dependent only on the constant rendering cost limit. The

Frames per second

o = ™ w &

5.6 Hierarchy Simplification
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Figure 7:The figure on the left shows the first iteration of hierarchy simplification. Note that an entire level of the hierarchy has
removed. Also note that the visible level of detail has not been adversely affected: The steps between the levels of detail ar
bigger. The figure on the right shows optimization algorithm execution times (averaged over four different walkthroughs of the
scene) for various changes in viewing angle after application of the hierarchy simplification transform zero, one and two time
rendering cost limit in each case corresponds to 1666 selected polygons.

Figure 8:The same view of the same scene after zero, one and two applications of the hierarchy simplification transform.

optimization algorithm execution times are constant except
for low scene complexities where they increase with in-

creasing scene complexity, probably due to more successfu
caching of smaller scene descriptions. The frame genera
tion time, being roughly the sum of the optimization time 250
and the rendering time, behaves similarly to the optimiza-
tion time and becomes constant for increasingly complex
scene descriptions.
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6 Conclusion

The results presented in this paper attest to the predictive o R R e

nature of the hierarchical level of detail optimization algo-

rithm, showing that it may successfully be used to ensureFigure 9: Graphs showing the effects of increasing full deta

fixed frame rates, subject to the accuracy of the cost heurisscene complexity (max cost) oifA) optimized rendering time

tic used. The algorithm selects a scene representation fofB) unoptimized (full detail) rendering tim¢C) optimization

every frame that can be rendered in the available time, relMes(D) optimized frame generation times The rendering co

. . limit is held constant throughout.

gardless of the complexity of the full detail scene represen-

tation and the complexity of the visible portion of the scene. Mason-Blake algorithm is capable of maintaining regulz
The most significant obstacles to the algorithm appearframe rendering times, but that the irregular execution tim

to be the fine granularity (in this case) of the level of detail of the algorithm itself threaten to destabilize frame rates u

description and the destabilizing effects of visibility culling less they are actively controlled. We showed that throu

on frame-to-frame coherence. Our results show that the
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the use of a simple cut-off scheme it is possible to ensure [2]
that the algorithm execution is not allowed to impair frame
rates, with little degradation of image quality.

The irregularity of the algorithm execution times is the
result of the algorithm’s strong dependence on frame-to-
frame coherence. The average performance of the algo-
rithm is far better than the worst-case performance, which
arises when frame-to-frame coherence is lacking. The usel
of frustum culling tends to destabilize the algorithm by cre-
ating coherent irregularities in the visibility of groups of
objects that cause the algorithm to suddenly redistribute,
at some optimization cost, large amounts of rendering re- [4]
sources. The truncation of optimization times serves to re-
solve this.

The worst-case performance of the algorithm is directly
proportional to the sheer number of available impostors, [5]
and is therefore strongly dependent on the granularity of the
impostor representations. The experiment presented here
represents a worst case situation in which every impostor
consists of only one polygon. To improve algorithm perfor-
mance we successfully developed a hierarchical simplifica-
tion algorithm which increases the granularity of the im-
postors at small cost to visual quality. As a general rule we
suggest that the consideration of an impostor by the level
of detail algorithm should always be significantly cheaper
than the simple rendering of the impostor. The hierarchical
simplification may be used to trade visual quality for effi-
ciency. This is effectively another means to tune the system
for low end systems.

The final result of our implementation was a working
system in which the Mason-Blake algorithm was used to [8]
successfully regulate frame rates while providing accept-
able levels of visual quality.

6.1 Future Work [9]

In a level of detail system, it is desirable to have the detalil
distributed to the most perceptually important parts of the
scene. These parts are difficult to quantify, however they
are a subset of the parts of the scene which fall into the
view frustumand areunoccludednamely thevisible parts

of the scene.

A future research direction could be the development
of a more perceptually correct benefit heuristic. This would
include the visibility factors mentioned above, as well as the
direct application of psychophysical perception theagy,
the consideration of factors such as color, edges, motion,
etc.

[10]
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